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Which source task is more helpful for the target task?

Target Task

Source Task 1 Source Task 2 Source Task 3
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We can intuitively claim that source task 1 helps more, i.e.,
Source task 1 has higher transferability.

Intuitively, the reasons are
@ Source task 2: less samples — Sample size is important
@ Source task 3: not like target task — Similarity is important
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What we hope to answer in this paper:

@ Establish a mathematical framework to analyze transferability.
@ Interpret all these factors.
@ Apply the theoretical analyses to practical tasks.
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Problem Formulation

First, how to establish the framework for transfer learning?
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Sample z € X & Label y € Y
We hope to learn the target distribution Pg%

@ Target samples {(xg‘)), Yy )}e 1| i.d from P( ) —>Pg(%/
i.i.d from P, 5 P\,

@ Source samples {(a;z ,ygl)) 1 . Xy
We use (1 — )P0 + a Py} to estimate P
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Testing loss

How to evaluate the model? By the test data!
6% ~(0 ~(1
L 2B [ (P, (1 = )Py + a Py (1)

Why not Log-loss?
What is optimal coefficient? — Transferability

o = argmin ngs)t (2)
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Testing loss

The testing loss can be computed as

@ 1—a)? a?
K=ot (PR PR + v Sy,
and the optimal o* is
1 y(0)
o = 20 (4)

(0) p(1) 1 1 ’
X2 (Pyy, Pxy) + 55 VO + - V)

0) _ 1) _
where V() = |X||Y| —1and V(D) = D oeX,yey PO (z,y)

v
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Transferability

We claim that o* is our transferability measure.

The affecting factors
° \* (P()?gf, P();%,) — distance!
@ ng & n; — sample size!

@ |X||Y| — 1 — task complexity!
Consistent with our intuition
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Multi-source Transfer Learning

We can extend this to the multi-source case.

e Target task: i.i.d from PO, - P,

XY
. - : (1) ~(1)

@ Source task 1: i.i.dfrom Pyy — Pyy

-

@ Source task k: ii.dfrom PE), - L)
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Multi-source Transfer Learning

We use aOP()?; + a1P§L+ S akPg()Y to estimate Pg?%/

We have the testing loss

Liest = ( Xy,za pg(y> + Z . W> (5)

i=0

and we can find the optimal coefficients.

*We request Z oo = 1 here.
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Continuous Case

Is our theory practical? Yes

However, there are 2 things we need to solve
@ How the neural network models the distribution
@ How to avoid the high dimensionality |X||Y|
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Parametric Model

Input =

(a) Feature Extractor (b) Classifier

Discriminative Model

B2 (yl2) 2 PR (y) (1 + F(@)g(v)) , (6)

IBSI

Xinyi Tong (TBSI) Tuesday 19" October, 2021  13/18



Parametric Model

When fis fixed, we can train a classier g by samples under the
referenced y>2-loss.

g; = arg min R(Pg()y, P(O)P(YI )2)
g
where x%(P, Q) 2 3 (P(z,y)— Q(z:y))*

zeX,yeY Pg?)() (0)( ) )

@ Target task: — g0 (E[go] = g0)
@ Source task 1: =g (E[gi] = g1)

@ Source task k: — g (Elgr] = gr) TBSI
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Parametric Model

We use

aoP T8 + P + o P 7)

as our estimation. We have the testing loss
b= i (PO S D ) 43 2
+ Xk PRy, Py )P%’é’? )
Consistent with the theory in the discrete case
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Transferability

(af, o}, ,af) = arg min Liest (8)

(o 07, ,aZ):Zi?:O a;=1

Let’s see what'’s the affecting factors in the parametric model

° X%z( ORI S PP (fi%))%distance!

@ n; — sample size!

o ")  task complexity!
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Algorithm and Experimental Results

We have an iterative algorithm:

@ (f,g) «— Training Loss with given ag, aq, - , o,
@ (ap,ai, - ,ap) «— Testing Loss with given f, g
@ Until Converge

We made experiments on CIFAR-10, Office-31 and Office-Caltech
datasets.
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Conclusion

What’s the contributions of our work?

@ A theoretical analysis for transferability covering distance, sample
sizes, task complexity at the same time

@ An extension to continuous data
@ A consistent algorithm that works
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