
Variational Continual Learning

5.24 来嘉豪



1. methodology
• theory
• application in continual learning

2. application in Predictive Domain Adaptation



















Continual learning: data continuously arrive in non-i.i.d way or new tasks may 
emerge. Continual learning models adapt to perform well on entire tasks in an 
incremental way.

Variational Continual learning: merge online variational inference(VI) , Monte 
Carlo  VI and coreset data summarization method to yield VCL. This framework 
is applicable to discriminative and generative models.



parametric modeling under mean-field assumption 



Coreset: retains important training data from previous dataset





• whether useful for domain adaptation
• architecture of neural network
• unsurperised version of the VCL
• one model or multiple models
• execute it in a graph-based manner rather than a sequential order
• or choose to use optimal transport or other topological-critical 

methods to find a transfer path and perform VCL algorithm directly


