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WHAT is GAN doing?



What is GAN？

There is two loss function for training generator: 

(1) 

(2)

A min-max game between two components: 
generator G and discriminator D



If everything goes well……

However……



What is the result of training？ 
(For loss function 1)



What is the result of training？ 
(For loss function 1)



Problem
—— Pr and Pg are usually low-dimension manifold in high-
dimension space.  ==>


—— The measure of the overlapping portion of support set 
of Pr and Pg is 0.   ==>


—— JSD(Pr||Pg) = log2, which is a constant.   ==>


—— So gradient would be 0.


Finally, the gradient will vanish if discriminator is well-
trained and the gradient is unstable if discriminator is 
not well-trained.



What is the result of training？ 
(For loss function 2)



What is the result of training？ 
(For loss function 2)



Problem
—— We are going to minimize KL divergence and 
maximize JS divergence at the same time 


==> Gradient is unstable. 

—— KL divergence is not symmetric.


==> Mode collapse. 



Conclusion
• 1. Pr and Pg share negligibly same support set. 
 
    ==>Add Noise. 

• 2.KL-divergence and JS-divergence are not suitable in this problem 
for training. 
 
    ==>Wasserstein metric.



Wasserstein metric 
Earth Mover Distance



Wasserstein metric 

Discriminator Loss: 

Generator Loss: 

Discriminator Gradients: 

Generator Gradients: 

By Kantorovich-Rubinstein duality 



WGAN Training 



Result

WGAN Critic would keep linear gradients almost everywhere.  
No Gradient vanishing problem.



Result

Wasserstein metrics is a good metric for this problem. 
The less value, the better image.



Result

WGAN is more robust. 

WGAN with DCGAN generator                    GAN with DCGAN generator 

WGAN with DCGAN generator(without BN)  GAN with DCGAN generator(without BN) 

WGAN with MLP generator                    GAN with MLP generator 



THANKS!


