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Introduction

Ø Substantial domain shift 

• Machine learning based models

• Continuous domain adaptation

Ø Transfer order and Cumulative errors

• Missing metadata

• Progressively adaptation errors
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Introduction

Ø Related works

Ø Unsupervised Domain Adaptation: learning domain-invariant representations by 

aligning the source and target distributions

Ø Continuous Domain Adaptation: self-training, adversarial algorithms, Optimal 

transport

Ø Intermediate Domain Selection: domain discriminator
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Problem definition

Known data

𝓧 ⊂ ℝ𝒅: feature space, 𝓨 ⊂ ℝ : label space

• Source domain 𝐷" = 𝒙𝒋, 𝑦$ $%&
'!

• Target domain 𝐷( = 𝒙𝒋 $%&
'"

• Intermediate Domain set 𝒟) = 𝐷)# , 𝐷)$ , 𝐷)% , … , 𝐷)& 𝑘 = 0, 1, … , 𝐾; ordered sequence 0𝒟)
• Intermediate domain 𝐷)' = 𝒙𝒋 $%&

'('

• 𝜇", 𝜇)' , 𝜇( ∈ 𝒫(𝒳): probability measures on ℝ*

Objective

• 7𝑦$ $%&
'" in target domain
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Methodology
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Ø Wasserstein based transfer curriculum

Ø Multi-path optimal transport



Methodology
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Ø Wasserstein based transfer curriculum

• Wasserstein distance plays an important role in deriving the generalization bound in domain 

adaptation

• Two candidate intermediate domains 𝐷!! and 𝐷!"

• Assume that the optimal transfer order 

• Another possible transfer order

• better domain transfer order                                          will lead to tighter generalization bound



Methodology
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Ø Wasserstein based transfer curriculum

• measure the closeness between each intermediate domain 𝐷!# and the source domain 𝐷"

• intermediate domain that is further from the source domain than the target domain is discarded

• The remaining N domains in the intermediate domain set are then sorted in order of 𝑊#

• Obtain a domain series

• By utilizing the w-distance to sort multiple intermediate domains, we eliminate the need for meta-

information



Methodology
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Ø Multi-Path Optimal Transport

• Given the sorted sequence of intermediate domain series #𝒟! , the source domain is initially 

mapped to the first intermediate domain #𝐷!! using direct optimal transport

• For the following intermediate domains, the probabilistic coupling 𝛾$ between the domain #𝐷!$%"

and the subsequent domain #𝐷!$ is calculated using continuous optimal transport



Methodology
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Ø Multi-Path Optimal Transport

• To address the challenge of accumulated errors in long transfer sequences, we further introduce a 

path consistency regularizer 𝑅%(⋅) by comparing it with another transfer path

• Where 𝛾%& is the transport plan of the second possible path which is utilized to refine the 𝛾 of 

path 1

• From #𝐷!' to the target domain 𝐷& will be conducted using MPOT



Methodology
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Ø Multi-Path Optimal Transport
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Experiments

Ø Dataset

• ADNI: The Alzheimer’s Disease Neuroimaging Initiative, 2D MRI images, under different age

• Battery Charging-discharging Capacity: under different SoC

• Rotated MNIST: under different angle
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Experiments
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Conclusion

Ø Summary

• Present a comprehensive framework W-MPOT for Continuous Domain Adaptation (CDA),

addressing the challenge of significant domain shift and missing metadata

• The Wasserstein-based Transfer Curriculum efficiently determines the order of intermediate 

domains in CDA

• By enforcing consistency along multiple adaptation paths, MPOT minimizes the impact of errors 

and enhances the overall robustness and stability of the adapted model

Ø Future work

• Deriving the generalization bound of error for W-MPOT

• Try other transfer algorithm like reinforcement learning 
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