
Geometric Dataset Distances via 
Optimal Transport

Paper Reading

Yang Tan 

2020/04/17

1



Dataset Distance

2



Optimal Transport

3

5
2

2

1

6

3

Depository Destination

1



Optimal Transport

• Probabilistic definition

• Optimal Transport Divergence

• K-Wasserstein distance

• In this paper
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Related work

• Discrepancy: Ben-David et al., 2007; Mansour et al., 2009.

• Fisher information metric: Achille et al., 2019.

• Kolmogorov Structure Function: Achille et al., 2018.

• Optimal Transport: Delon & Desolneux, 2019; Dukler et al., 2019; Alvarez- Melis et 
al., 2018.
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Contribution
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• Model agnostic

• Does not involve training

• Can compare datasets even if datasets are completely disjoint



Method
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• Definitions

？



• Intuitively, we can define the distance as

• We can use the relationship to feature vectors 
to define 𝑑𝑦:

• Only measuring the mean is too simplistic for 
real dataset, thus consider: 

Method
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The importance of considering labels



Method
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• How to describe 𝛼𝑦? Gaussian distribution. 



Experiments
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• Datasets



Experiments
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• Dataset Selection for Transfer Learning



Experiments
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• Dataset Selection for Transfer Learning



Experiments
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• Distance-Driven Data Augmentation



Experiments
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• Transfer Learning for Text Classification



Discussion
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• This paper proposes a distance metric based on Optimal Transport to measure the 
distance between two datasets considering both point-to-point and label-to-label 
correspondences.

• They did not show the experimental comparisons with other metrics, e.g. KL 
divergence, and we want to know whether this metric has better consistency to 
reveal transferability than other methods.


