
Abstract

• Goal:  Propose a 3D parametric model-driven 
network for precise human pose transfer.

• Limitations:  Existing methods project 3D 
parameters to 2D or combine 3D models with 
rendering, not fully utilizing 3D information.

• Problem:  Depth ambiguity in human pose transfer 
leads to sub-optimal results.

• Solution: Integrate 3D parametric models within 
the diffusion framework to control pose and 
eliminate depth ambiguity.

Future Work
• The appearance details such as hands and face need to be 

improved.
• The model need to be improved under the training of larger 

dataset of various poses.
• Our current effects still require the assistance of a 2D mask 

to be achieved, and in the future we will need to achieve 
true 3D control.
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🌿 Core Problem:            Depth ambiguity
📷 Input: 

A source image of a person and a target pose 
represented by 3D mesh. 

🎨 Output: 
A generated image of the person in the source image, 

transformed to adopt the target pose.

• Stable Diffusion:
• 3D Feature Lifting:

• 3D Control Guidance: 

Quantitative Result
• Quantitative comparison with several state-of-the-art models.

• Ablation experiments on individual modules

Qualitative Result

• Training Objective: 


