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Abstract

* Develop a data mining pipeline to collect rap music with
aligned lyrics and rhythmic beats

Method

* To better model rhymes, our model generates a sentence

from right to left, since rhyming words are always at the

Results

Generated Rap songs
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Rap lyrics need to be semantically meaningful and distribution RABITRIE AR fa & 49 % 6 EA i

fashionable to convey interesting stories or express feelings. ~(w lwei;0) = a - p(w E LB TEA MR K RFERA R A

v oyt (1 )?’( ) kA @A AKA T BREES ARAEET AR
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several consecutive sentences, which are the key to form to generate the i-th word w; with | it Hce | 60 3N R I T A P
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* it needs to align with the singing beat since rap lyrics are n(w) is a vowel check function, rt(w) is 1 if S — yj;ﬁ 534&;% KEWMYRIEE éﬁh&

usually rapped according to some rhythmic accompany- the predicted w has the same vowel with R RA K © A RAE
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In this project, we develop a LSTM+Transformer based rap

the i-th token in the previous sentence,
otherwise 0.
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* We leverage right-to-left generation, rhyme
representation and rhyme constraint to better model
rhyme and encourage N-gram rhyme, and explicitly model
beat information by insert beat token beside the
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