Learning From Data
Lecture 3: Generalized Linear Models

Yang Li  yangli@sz.tsinghua.edu.cn

September 30, 2022
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Ask me a question

What is the difference between probabilistic and non-probabilistic

methods?
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Today’s Lecture

Supervised Learning (Part Ill)
» Review on linear and logistic regression
> Softmax Regression
» Review: exponential families
> Generalized linear models (GLM)XK

Written Assignment (WA1) is released. Due on Oct 8th. (Start early!)
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Review of Lecture 2: Linear least square

» Hypothesis function for input feature x(!) € R”:

o 0
, , 01 , X'
ho(x) =0T x| where 6 = | " |, x() = '

én X,éi)
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Review of Lecture 2: Linear least square

» Hypothesis function for input feature x() € R™:

o 0
. . 01 , x;'
ho(xD) = 0Tx") where 0 = | |, x() = 1
0, )
» Cost function for m training examples (x(),y() i=1,... m:

J(0) =
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Review of Lecture 2: Linear least square

» Hypothesis function for input feature x() € R™:

o 0
ho(xD) = 07 x| where 6 = 9:1 , x() = Xl:
én X,éi)
» Cost function for m training examples (X(i),y(i)), i=1,...,m:
"M
50) <5 (- g™

1
Also known as ordinary least square regression model.
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Review of Lecture 2: Linear least square

» Hypothesis function for input feature x() € R™:

o 0
. . 01 , Xy
ho(xD) = 0Tx") where 0 = | |, x() = 1
0, )
» Cost function for m training examples (X(i),y(i)), i=1,...,m:

i=1

Also known as ordinary least square regression model.
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How to minimize J(6)?
» Gradient descent:

update rule (batch)

update rule (stochastic)

» Newton's method

—_

» Normal equation
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How to minimize J(6)?
» Gradient descent:

update rule (batch) <— 0 +a- -

update rule (stochastic)

» Newton's method

» Normal equation
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How to minimize J(6)?
> Gradient descent:
RS i i i
update rule (batch) 6, < 6;+ - - Zl (y( ) — hy(x( ))) Xj()

update rule (stochastic) 0; <6+« (y(i) - hg(X(i))) ><J.(i)

» Newton's method

» Normal equation
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How to minimize J(6)?
> Gradient descent:

1~/ W\
update rule (batch) 6, < 6;+ - - Z (y(’) - he(X(l))) x7

J
i=1

update rule (stochastic) 0; <6+« (y(i) - hg(X(i))) ><J.(i)

» Newton's method V)—@);O -

0+ 60— HVJ0O)

» Normal equation
XTX0=XTy

—
- =

b= 0K
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Review of Lecture 2

Maximum likelihood estimation

» Log-likelihood function:

= log (Hp 0|x(; 0 ) = log p(y[x1; )
=i

where p is a probability density function.

Opre = argmax £(0)

13/45


Mobile User


Review of Lecture 2

Maximum likelihood estimation

» Log-likelihood function:
m . .
|Og (Hp X(I ) = Zlogp(y(’)|x(’)’6)
i=1
where p is a probability density function.

Opre = argmax £(0)
)

(True or False?) Ordinary least square regression is equivalent to the
maximum likelihood estimation of 6.

L - d L - - e——————
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Review of Lecture 2

Maximum likelihood estimation

» Log-likelihood function:

= log (Hp 0|x(; 0 ) = log p(y[x1; )

i=1
where p is a probability density function.

Opre = argmax £(0)
)

(True or False?) Ordinary least square regression is equivalent to the
maximum likelihood estimation of 6.
True under the assumptions:

> y(')—gT () e()

> ¢ are i.i.d. accordmg to N(0,02)

E———
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Review of Lecture 2: Logistic regression

» Hypothesis function:

ho(x) = g(07x), g(z) =

1
is the sigmoid function.
1+e2
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Review of Lecture 2: Logistic regression

» Hypothesis function:

1
ho(x) = g(07x), g(z) = T+ ez is the sigmoid function.

L
> Assuming y|x; 6 is distributed according to Bernoulli(hy(x))

X;E) = h@(ﬂvg (1= L\e(ﬂy»%

p(y

17/45
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Review of Lecture 2: Logistic regression

» Hypothesis function:

1
ho(x) = g(07x), g(z) = T+ ez is the sigmoid function.

> Assuming y|x; 6 is distributed according to Bernoulli( hy(x))

x;0) = ho(x)” (1 = hy(x))"™

p(y
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Review of Lecture 2: Logistic regression

> Hypothesis function:

1
ho(x) = g(07x), g(z) = T+ ez is the sigmoid function.

> Assuming y|x; 6 is distributed according to Bernoulli( hy(x))

x;0) = ho(x)” (1 = hy(x))"™

p(y

» Log-likelihood function for m training examples:

m

60) =y log hg(x) + (1 — y17) log(L — ho(x"))
i=1
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Review of Lecture 2: Multi-Class Classification

Approach 1: Turn multi-class classification to a binary classification
problem.

One-Vs-Rest

Learn k classifiers hy, ..., hy. Each h; classify one class against the rest
of the classes.
Given a new data sample x, its predicted label y:

§ = argmax h;(x)
i
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Review of Lecture 2: Multi-Class Classification

Approach 1: Turn multi-class classification to a binary classification
problem.

One-Vs-Rest

Learn k classifiers hy, ..., hy. Each h; classify one class against the rest
of the classes.
Given a new data sample x, its predicted label y:

§ = argmax h;(x)
i

Drawbacks of One-Vs-Rest:

» Class imbalance: more negative samples than positive samples when
k is large
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Review of Lecture 2: Multi-Class Classification

Approach 1: Turn multi-class classification to a binary classification
problem.

One-Vs-Rest

Learn k classifiers hy, ..., hy. Each h; classify one class against the rest
of the classes. -
Given a new data sample x, its predicted label y:

§ = argmax h;(x)
i

Drawbacks of One-Vs-Rest:

» Class imbalance: more negative samples than positive samples when
k is large

Approach 2: Multinomial classifier (one model for all classes)

22/45
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Softmax Regression
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Review: Multinomial Distribution

Models the probability of counts for each side of a k-sided
die rolled m times, each side with independent probability
i

P14+ k=1

b= 111
k—3,n—10 - 27376

Probability Mass
o
(=]
R

o
o
~
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Extend logistic regression: Softmax Regression

Assume p(y|x) is multinomial distributed, k = |)|
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Extend logistic regression: Softmax Regression

g =[8 6]

Assume p(y|x) is multinomial distributed, k = || B R™
Hypothesis function for sample x:
91
/—{L‘\O eGITx
’ 1
he(x) = =——— | : | =softmax("x)
- Zjlle e’ eo.[x
L\er“)k.
e%i
softmax(z;) = —¢
=1 e(zj)
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Extend logistic regression: Softmax Regression

Assume p(y|x) is multinomial distributed, k = ||
Hypothesis function for sample x:
p(y = 1|x;0) . et

ho(x) = : TSE | | T softmax(67 x)
p(y = kl|x; 0) j=1 0] x

softmax(z;) = ———
e~ ijl e(zj)
N
— ng —
Parameters: 6 =

_ng_
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Given (x(0,y(0) i =1,... m, the log-likelihood of the Softmax model is
m o o
(0) = log p(y"|x1; )
i=1

m k
i i 0=
- § :Iong(y( ) — /|X( ))1{y I}
I=1

i=1
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Softmax Regression

Given (x(0,y(0) i =1,... m, the log-likelihood of the Softmax model is

(0) = log p(y"|x1; )
- i=1
m k ) o
:Zk)ng — I|X(l))1{y =1}
i=1 =1

1{y® = I} log p(y = 1]x11)

I
.MS
M~

Il
A

=1
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Rollmax Kegression

Softmax Regression

Given (x(), y() i =

(o) =

I I
NgE

NE

NE

1,...

1M

1

1

Il
A

Il
=

, m, the log-likelihood of the Softmax model is

log p(y"]x"; 0)
k .
|Ong _ I|X(i))1{y(/)=l
=1
k
> 1{y? =1} log p(y = 1]x1)

i

M-

1

1

1{y®

QITX(/')

e
=l}log —/—F—
} g Zk erTx(’)

j=1
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Softmax Regression

€. hy
= _Gx.

Derive the stochastic gradient descent update: %—‘ e’
J:—

> Find Vg)((0)
Ge

m

Vo l(0) = [(1{y<;) — P (y(n — 1]x; 9>) X(;)}

i=1
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Property of Softmax Regression

» Parameters 04, ... 0, are not independent:
ij(y :j|X) = Zj¢j =1

» Knowning k — 1 para(rﬁeters completely determines model.

b ¥
Invariant to parameter shift ) [ ":“y]
7~ ey
plylx:0) = plylxi0 —¥) ~ g, teR™
Proof. '9[3:“)4} 8-¥)
T ¥ B ¥k
RPLCAA S T o
= — = K o ¥x CEPY A
6C0f\")>ﬁ zee - (‘)Z:’QJ );}K
v i
= Ply= )
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Relationship with Logistic Regression

When K = 2,

1 ealx
ho(x) = ———
A) 691TX+692TX e‘92TX
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Relationship with Logistic Regression

When K = 2,

e@{x

)J 9 X 1 66’ X eazTX

’Ve O  [01— 0
0> 0

6(91—02)Tx
0" x

Replace 6 = {0

02] W|th 9

1

hg(X) = e017'x762Tx 4 e0x

— €

|
e

| IR S

1+4e(61—62)Tx
1

1+e(91—92)T><

_ L e ] B [1 _(T*;)X )]

T 1te—(01—02)Tx
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When to use Softmax?

lj -1 Y"\DMMAJ VT¢T€ W\o\("/k“((:}

lensive 2

Y= 2. d°3~ exc

» When classes are mutually exclusive: use Softmax

» Not mutually exclusive (a.k.a. multi-label classification): multiple
binary classifiers may be better
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Roltmax Reeression —_ - — e——————

Summary: Linear models

What we've learned so far:

Learning task ‘ Model ‘ p(ylx; 6)
~ regression Linear regression N(ho(x) ,0?)
_ binary classification Logistic regression | Bernoulli( hg(x) )
- multi-class classification | Softmax regression | Multinomial([hg(x)] )

T
Can we generalize the linear model to other distributions?

36/45
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Summary: Linear models

What we've learned so far:

Learning task ‘ Model ‘ p(y|x; 0)
regression Linear regression N (ho(x) ,0?)
binary classification Logistic regression | Bernoulli( hp(x) )

multi-class classification | Softmax regression | Multinomial([hg(x)] )

Can we generalize the linear model to other distributions?

Generalized Linear Model (GLM): a recipe for constructing linear
models in whichFMx; 9>is from an exponential family.

37/45
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Review: Exponential Family
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Exponential Family of Distributions

Density(X)
15 20

0.10

0.00

1.0

00 05

(] w
J Binomial S ] Poisson 3 Normal
i 7 S aN
8 ] n
N = S
7 o~
- 8 i o 7
] ] S A
i | | . 8---'” ||I|.,4 o
T T T T T T o T T T T S h—T—T—T—T—T
0o 2 4 6 8 10 5 10 15 20 25 -3 -2-1 0 1 2 3
o 4
Log-normal © Beta 3 Gamma
- O_ | o' T
o~ -
- 1 o
o | S
4 o | 8
T T T T S N T T T T T (= T T T T T T
0.5 1.0 1.5 20 00 02 04 06 08 1.0 2 4 6 8 10 12 14
X

Examples of distribution classes in the exponential family.
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Exponential Family of Distributions

A class of distributions is in the exponential family if its density can be
written in the canonical form:

ply/n) = (y)enT&@

> y: random variable

> 1 : natural/canonical parameter (that depends on distribution
‘parameter(s)) Y= fep)

> 7 !y[; sufficient statistic of the distribution

> M: a function of y

» a(n) : log partition function (or “cumulant function”
] g P

-—‘_Wﬂ ‘ - Lz)aﬂvrw) -
g disecnts Sprym=1 F o
J Wit
LS baye Ly
@""p%’ ] v]*T(m)

NOE l"j(%“? e
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Exponential Family

Log partition function a(n) is the log of a normalizing constant.
i.e.
TT(y)
) — bly)en Tw—atm _ b)e” 7
p(yin) = b(y)e = ea(n)

Function a(n) is chosen such that Zy p(y;n) =1
(or [, p(yin)dy =1).

a(n) = log (Z b(y)e"”(y))

Yy
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Exponential Family Examples

Bernoulli Distribution
Bernoulli(¢): a distribution over y € {0, 1}, such that

ply;¢) = ¢ (1 — )~

Py(y)

A

1-¢
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Cononical oo : 17 Tep—acny
Bernoulli Distribution ply; n)=bp&
Bernoulli(¢): a distribution over y € {0, 1}, such that

ply;¢) = ¢ (1 — )™

How to write it in the form of p(y;n) = b(y)e"TT(Y)*"’(W) ?
F(7/¢) - las P(j/ ¢)
- yrogp + (Pl
oo+ logeid) = 3leglP)

| —

1l

- & —ll";’]'_’yé 4 loj(p—;zﬁ) ‘:Ul_): ,_loj(f—@
ST )
o 7O e
gty Y - Clagre)
' 21 2. _ '050«%:'1\_\/
e" =1z

el 947; :/’gﬂ (s@ Jz reaporst
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Exponential Family Examples

Bernoulli Distribution

Bernoulli(¢): a distribution over y € {0,1}, such that

ply;¢) = ¢ (1 — )

> n=

> b(y) =
> T(y)=
> a(n) =

44 /45
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Exponential Family Examples

Bernoulli Distribution

Bernoulli(¢): a distribution over y € {0, 1}, such that

ply;¢) = ¢ (1 — )

> 1= log (iZ5)

> b(y)=1

> T(y)=y

> a(n) = log(1l+ e")
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Exponential Family Examples
AT T{g)-a )
Plyim)= b/“ﬁﬁ -7

Gaussian Distribution (unit variance)

Probability density of a Gaussian distribution N( 1) over y € R:

—p)?

1
p(y:0)=\/—e><J<— >
—F@cr(-—( 29D
Ty a—d#—zm

- J:rte A‘J‘L_ IVLZ
. = 'HL@E%‘@ ampET
S J:\

bg)- il
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Exponential Family Examples

Gaussian Distribution (unit variance)

Probability density of a Gaussian distribution A(x, 1) over y € R:

(y — p)?

p(y:0) = \/127 exp (—T>

> =p
> b(y) = 5= exp(—y?/2)
> T(y)=y

> a(n) = 37°

47 /45
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Exponential Family Examples

Two parameter example:

Gaussian Distribution
Probability density of a Gaussian distribution N(i1, 02) over y € R:

1 (v —m)?
2mo? P ( 202

ply:0) =

> T(y) = m

L

o2

L

7 (n) = '
1 > a + logo
V2T ! 22 &
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Exponential Family Examples

Poisson distribution: Poisson(\)

Models the probability that an event occurring y € N times in a fixed
interval of time, assuming events occur independently at a constant rate

49/45
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Exponential Family Examples

Poisson distribution: Poisson(\)

Models the probability that an event occurrin@Ms in a fixed
interval of time, assuming events occur independently at a constant rate

0.40 : :
orfrve.
0.35f 7 f

- . 0.30}

Probability density
function of Poisson(\) < 0.25¢
over y € V: - >||< 0.20}

A = 0.15
Ne~ .15}
TA) =

pLYi ) y! 0.10}
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Exponential Family Examples

TT()'oiq)
Y= bcg)é’—vl °

Poisson distribution Poisson(\)

Probability density function of Poisson(\) over y € V:

e >
; t=g(k’e’*>p(y'A): y!
PN =5 e Y
! J 03 —~ A 7"% 61

BN TT<> 1)
bLp=91, el=2
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Exponential Family Examples

Poisson distribution Poisson(\)

Probability density function of Poisson(\) over y € V:

Nen?
ply: ) = )
> 1= log A
> by) =
> T(y)=y

> a(n) = e"
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Generalized Linear Models: Intuition

Example 1: Award Prediction

Predict y, the number of school awards a student gets given x, the

math exam score.

o’

# of awards

—_—

6 °
54 ° °
4 A ° °
31 ° eo o L X0 °
24 ) ° oo oo oo °
14 00000000 00000000000000 0000 © ° °
0- © 0 0000000000000 000000000000000O 00 o °

40 50 60 70

math exam score
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Generalized Linear Models: Intuition

61 — oLs :
5 4 o o Problems with linear regression:
» Assumes y|x; 6 has a
3 4 ‘ ‘ Normal distribution.
g 3 ° e o oo °
@®©
:: 2 oo ° o0 oo ° o
> Assumes change in x is
1 - ....J' 20 00000P0N00: LL LN L] L] proportional to Change in y
\ -—
04 e e o o
ffan

40 50 60 70
math exam score
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Generalized Linear Models: Intuition

# of awards
w

—— Gaussian
—— Poisson

=8 .

40 50 60 70
math exam score

Problems with linear regression:

> Assumes y|x; 0 has a
Normal distribution.
Poisson distribution is
better for modeling
occurrences

» Assumes change in x is
proportional to change in y
More realistic to be
proportional to the rate of
increase in y (e.g.
doubling or halving y)
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Generalized Linear Models : Intuition

Generalized Linear Model (GLM): a recipe for constructing linear
models in which y|x; 6 is from an exponential family.
| JIPeot

Design motivation of GLM
» We can select a distribution for Response variables y

> Allow (the canonical link function ) to vary linearly with the
input values x

Nelder, John Ashworth, and Robert William Maclagan Wedderburn. 1972.
Generalized Linear Models. Journal of the Royal Statistical Society. Series A
(General) 135 (3): 37084.
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Generalized Linear Models: Construction

Formal GLM assumptions & design decisions:

1. y|x; 0 ~ ExponentialFamily(n)
e.g. Gaussian, Poisson, Bernoulli, Multinomial, Beta ...

2. The hypothesis function h(x) is E[T(y)|x]
e.g When T(y) =y, h(x) = E[y[x] Ceupeent stetties $d
3. The natural parameter i and the inputs x are related linearly:
1 is a number:

7 is a vector:

58 /45
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Generalized Linear Models: Construction

res ans2

,,nc+(w T,
v»uﬂ P

lnn\d 8

Relate natural parameter 7 to distribution mean E [T (y); 7] :
» Canonical response function g gives the mean of the distribution

g(n) =E[T(y):n]

a.k.a. the “mean function”

59 /45
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Generalized Linear Models: Construction

Relate natural parameter 7 to distribution mean E[T(y); 7] :

» Canonical response function g gives the mean of the distribution

g(n) =E[T(y):n]

a.k.a. the “mean function”
» g~ !is called the canonical link function

n=g “(E[T(y):n)
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GLM example: ordinary least square

Apply GLM construction rules:
1. Let y|x; 0 ~ N(p, 1)
n=m T(y)=y

—
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GLM example: ordinary least square

Apply GLM construction rules:
1. Let y|x; 0 ~ N(p, 1)

n=mTly)=y
2. Derive hypothesis function:

ho(x) = E[T()lx: )
= E[y|x: 0] YhoB ~ M)
==

62/45


Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


_——— . eeeRlaeReAeees

GLM example: ordinary least square

Apply GLM construction rules:
1. Let y|x; 0 ~ N(p, 1)
n=mu T(y)=y
2. Derive hypothesis function:
ho(x) = E[T(y)|x; 0]
— Ely|x; 6]

:M:®

3. Adopt linear model n = 67 x:

ho(x) =n=0"x

-

63/45
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GLM example: ordinary least square

Apply GLM construction rules:
1. Let y|x;0 ~ N(u,1)
n=u T(y)=y
2. Derive hypothesis function:
ho(x) = E[T(y)|x; 0]
— Ely|x; 6]

3. Adopt linear model n = 67 x:
ho(x) =1 =0"x

Canonical response function: p = g(n) = n (identity)
Canonical link function: 7 = g~ (1) = p (identity)

64 /45
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GLM example: logistic regression

Apply GLM construction rules:
1. Let y|x; 0 ~ Bernoulli(¢) 6}75)
= log (%) T(y
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GLM example: logistic regression

Apply GLM construction rules:
1. Let y|x; 0 ~ Bernoulli@ ‘ﬁ_(( >
n = log (%), T(y)=y
- ——
2. Derive hypothesis function:
ho(x) = E[T(y)lx; 6]
=E[y|x; 0] ﬁ@.)_

1
—ﬁ— 1+em
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GLM example: logistic regression

Apply GLM construction rules:
1. Let y|x; 6 ~ Bernoulli(¢)
n = log (%) T(y)=y
2. Derive hypothesis function:
ho(x) = E[T(y)|x; 0]
=E[y|x; 0]

1
_¢_1+e—’7

3. Adopt linear model n = 67 x:

1
Po0) = 15 e
Tret

67/45


Mobile User

Mobile User

Mobile User


1id Bad T KV ] =5 T3l Fanmuh

GLM example: logistic regression

Apply GLM construction rules:
1. Let y|x; 6 ~ Bernoulli(¢)

n = log (%) T(y)=y

2. Derive hypothesis function:

ho(x) = E[T(y)lx; 6]

=E[y|x; 0]
1
=0=7 +e
3. Adopt linear model n = 67 x:
1
ho(x) = ——
G(X) 1+e0'x

Canonical response function: ¢ = g(n) = sigmoid(n)

68/45
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GLM example: logistic regression

Apply GLM construction rules: /&674)
1. Let y|x; 6 ~ Bernoulli(¢)

\L
n = log (%) T(y) =

2. Derive hypothesis function:

ho(x) = E[T(y)lx; 6]
=Elylx; 9]

==

3MD(JUP

3. Adopt linear model n = 67 x:

1
14 e 07x

Canonical response function: ¢ = g(n) = sigmoid(n)
Canonical link function : n = *1(¢>) logit(¢)

—_—

hg(X) =

69 /45
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GLM example: Poisson regression

Example 1: Award Prediction

Predict_x, the number of school awards a student gets given x, the
math exam score.

Use GLM to find the hypothesis function...
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GLM example: Poisson regression

Apply GLM construction rules:

1. Let y|x; 0 ~ Poisson(\) 61 — Poisson
——rle————
n=log(A), T(y)=y 51

2. Derive hypothesis function:
E(TOx 0]
hg(x) = E [y|x; 0]

=2 :i resp=r® fee

IS
L

# of awards
w

2 4
3. Adopt linear model n = 67 x: 1
0 { 5 vesceccccccccecccoccsccsccce 0o o o
_ 07x : T T T
ho(x) = € 40 50 60 70
- math exam score

Canonical response function: A = g(n) = €”
Canonical link function : = g=1()\) = log(}\)
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GLM example: Poisson regression

Distribution of the predicted number of awards (y)

Ground Truth Poisson Gaussian (OLS)
120 A
150 A
1251 1001
1001 801
751 601
50 401
25 20 A
o ]
6 0 6 4 6

Poisson regression successfully captures the long tail of P(y)

72/45


Mobile User

Mobile User

Mobile User


_——— . eeeRlaeReAeees

GLM example: Softmax regression P(Y(¥) ~ Mulkinomial B, )Bk)
- c—— (@

ey &-|
Probability mass function of a Multinomial distribution over k outcomes

4 y=

k
dambpe plyi0) = [[ o= fo o

Derive the exponential family form of Multinomial(¢, .., ¢x): Note:

-f 1-— : 1 ¢5, is not a parameter Gt 9(3). jﬁ;*j eﬁm[k

kel 4 §=HS " 1_5 1S9
Py, ¢)= { U) £ TR =29 b ‘\ Tatdi=t
N plé 3) e 143l
_ zgl‘ﬂ) lagfi + 9‘”’“137“ Y= i"@ta);
Te” 1- 29(3) ;
o Fogileadi+ lag, Slou)legPe
- : 9 g ! otq)s lozaﬁék—‘lQ(E—E) l°322
Z o) ‘°3’7F v g S o
R K | '1:: i l" 8
Ll 2E

T3 g—qvl 3.

73/45


Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


_——— . eeeRlaeReAeees

GLM example: Softmax regression

Probability mass function of a Multinomial distribution over k outcomes
k
L
ply: ¢) = H¢i{y "
i=1

Derive the exponential family form of Multinomial(¢1, .., ¢x): Note:
o =1-— Zf;ll ¢; is not a parameter
Y.
Ky =1}
> Tly)= :

: 2 YY)
1y =k-1 """

T(y)i=lYy=i}= {
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GLM example: Softmax regression

Probability mass function of a Multinomial distribution over k outcomes
k
L
ply: ¢) = H¢i{y "
i=1

Derive the exponential family form of Multinomial(¢1, .., ¢x): Note:
o =1-— Zf;ll ¢; is not a parameter
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GLM example: Softmax regression

Probability mass function of a Multinomial distribution over k outcomes
k
L
ply: ¢) = H¢i{y "
i=1

Derive the exponential family form of Multinomial(¢1, .., ¢x): Note:
o =1-— Zf;ll ¢; is not a parameter
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GLM example: Softmax regression

Apply GLM construction rules:
1. Let y|x; 0 ~ Multinomial(¢s,...,¢x), foralli=1...k—1

" {y =1}
Z: log<a)' —_’T(y) - 1{ Ek 1}
y=k-—

77/45
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GLM example: Softmax regression

Apply GLM construction rules:
1. Let y|x; 0 ~ Multinomial(¢s,...,¢x), foralli=1...k—1

" Hy=1}
n;—log<¢—i).T(y)— " Ek .,
y=k-

. Ui . .
Compute inverse: ¢; = SR canonical response function
2 o

78/ 45
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GLM example: Softmax regression

Apply GLM construction rules:
1. Let y|x; 0 ~ Multinomial(¢s,...,¢x), foralli=1...k—1

|og< ) i) Ky =1}

Compute inverse: ¢; =

Wy =k-1}
Ek = < canonical response function
2. Derive hypothesis functlon.
{y =1} b1
ho(x) =E x; 0| =
Hy=k-1} Pr—1
s o gix
P =k
— Zj:l el
=

79/ 45
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GLM example: Softmax regression

3. Adopt linear model 1; = 6] x:

eﬁrx
b= —  foralli=1...k—1
E:k eOfx
j=1
eOIx
1
ho(x) = T :
k eQ.x
j=1 ee[;lx
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GLM example: Softmax regression

3. Adopt linear model 7; = 0/ x:

eG;x
o = o foralli=1...k—1
ZJ:]. e’
eOIX
1

ho(x) = ———m |
j=1¢" R

_ _ el

Canonical response function: ¢; = g(n) = = v

E::j::l e

bi

Canonical link function : ; = g7 (¢;) = log o) v

81/45
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GLM Summary

-
Sufficient statistic T(y) w~bx.
Response function g(7n) (Dgﬁ, ~ BTy
Link function g=Y(E[T(y);n]) (ijg\) N (977;
Exponential Family B;\ T(y) g(n) g "(E[T(y):nl)
N, 1) R y U - K
Bernoulli(¢) {0,1} y R g
Poisson(\) N y e log(\)
Multinomial(¢s,...,é)  {L,....k} 1y =i} ijiiew n = |og(%)

GLM is effective for modelling different types of distributions over y

—
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