Learning From Data
Lecture 14: Semi-Supervised Learning
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Today's Lecture

Semi-Supervised Learning
» What is semi-supervised learning?

Graph-based methods lassenl ML
classyca o
Semi-supervised SVMﬁmgmme mode |
Multiview learning

vV v v v

Deep semi-supervised learning
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Motivation: Some labels are hard to obtain

Supervised learning requires lots of labeled data
» Labeled data: expensive and scarce
» Unlabeled data: cheap (or even free)
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Mot

ivation: Some labels are hard to obtain

Supervised learning requires lots of labeled data
» Labeled data: expensive and scarce

» Unlabeled data: cheap (or even free)

e.g. natural language parsing
B B AR # [EE: E5) ol T

that MW movie I already see EXP SFP

(N/N)/M M N NP (SWP)/(S\NP) (SWc)\NP)/NP (S\NP)\(S\WP) $\S

N/N (Sld<l]\NP)/NP
- N
NP S/(S\NP) (S[dcl|\NP)/NP >z
s/(s/Np) S[del]/NP g
S[del] g
Sldcl]

» Penn Chinese Treebank dataset

» 2 years for 4000 sentences
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Motivation: Some labels are hard to obtain

e.g. letter transcription

» Shakespeares transcription

— for | may as well take that
| take in-the after | com hom
as in the morning the woman tould
me so this morning this hoping
| shall here from you and-then
you for | thinke it were better
for me to go then stay

Yang Li  yangli@sz.tsinghua.edu.cn
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What is Semi-supervised learning?

L \AHA(PO( vnlkh(”ei
et/

\ a

\/V_)C\_
Semi-supervised learning (SSL) are supervised learning tasks that also

make use of unlabeled data for training.

Notations
> Labeled data: (X,, Y2) = {(x®,y®), (x®, y ")}
> Unlabeled data: Xy = XD XY T u=mous> |
» Hypothesis f : X — Y

Yang Li
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What is Semi-supervised learning?

Semi-supervised learning (SSL) are supervised learning tasks that also
make use of unlabeled data for training.

Notations
» Labeled data: (X;, Y1) = {(x®M),yM), (x"), y(N)}
» Unlabeled data: Xy = {xU*1) ... x(M} [+ u=mu> |
» Hypothesis f : X — Y

Two types of SSL:
» Transductive semi-supervised learning finds the hypothesis f that
best classify the unlabeled data Xy
» dnductive semisupervised learning learns a hypothesis f for future
data (not in Xy U Xp).
fishould be better than using &Xp alone.

Yang Li  yangli@sz.tsinghua.edu.cn
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How does unlabeled data help?

Hypothesis function using labeled data:

Yang Li  yangli@sz.tsinghua.edu.cn
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How does unlabeled data help?

Hypothesis function using labeled data:

-

-

Hypothesis function using both labeled and unlabeled data:

T eg ] N

0:’ ". ° S;k:yg%row
® ot
= :'—-‘~ 5.. e -
® , o "\‘ () , -~
S A ]
9e “ee®

Yang Li  yangli@sz.tsinghua.edu.cn


Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


|Front Matterl I | I | I ‘ I ‘ I

Semi-supervise learning assumptions

Semi-supervise learning algorithms rely on one of the following
assumptions:

Yang Li  yangli@sz.tsinghua.edu.cn
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Semi-supervise learning assumptions

Semi-supervise learning algorithms rely on one of the following
assumptions:

Smoothness assumption: If two data are similar, then output labels
should be similar.

Cluster assumption: Data in the same cluster are more likely to share a
label. i.e.low-density separation between classes A special
case of the smoothness assumption

Yang Li  yangli@sz.tsinghua.edu.cn
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Semi-supervise learning assumptions

Semi-supervise learning algorithms rely on one of the following
assumptions:

Smoothness assumption: If two data are similar, then output labels
should be similar.

Cluster assumption: Data in the same cluster are more likely to share a
label. i.e. low-density separation between classes A special
case of the smoothness assumption

Manifold assumption: Data lie approximately on a manifold of

dimension < n. This allows us to use distances on the
manifold

Yang Li  yangli@sz.tsinghua.edu.cn
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|Graph-based Methods
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Label propagation idea

Main idea
» Build a graph connecting data
points x(1), ... x(m)

> Assign weights to edges
according to similarity measure

» Propagate labels from labeled
points forward to unlabeled
points

Label propagation is a transductive
algorithm.

Yang Li  yangli@sz.tsinghua.edu.cn
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Label Propagation: lterative Approach

4
Node labels: Y =

L~ m

m nodﬂi_

Yang Li  yangli@sz.tsinghua.edu.cn
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Label Propagation: lterative Approach

Node labels: Y = [YL] € RmMxn
Yu

FM\LJ((,W:U(_Ls_%“_‘\,

)

g 24"

Define T to be the m x m transition matrix that realizes the propagation

of labels:
T 1
|1. Initialize Y0={"L ! \

2. } Repeat until convergence {

3. é‘ yt :Izt—l

4. Clamp the labled data Y=Y

5. \} - =

Yang Li  yangli@sz.tsinghua.edu.cn
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Label propagation: analytical solution

Write the transition step as block matrices:

y=Ty

-

We can solve for the unknown labels Y{:

Yo=TuYL+ TuuYu \rq.,( ’Tt«mll/m = TIALYL_
Yo=( - Tow) TuYe (= Tl =TuXe
_ _u Lo =

assuming that (/ — Tyy)~! is invertible.

How to find T7?

Yang Li  yangli@sz.tsinghua.edu.cn
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How to find 77

Gaussian similarity:

[Ix — xU[3 -
W j = exp (_212 fori,j=1,....,m

—_—

Let D = diag(W1) be the degree matrix

D1 W 0 . 0
D= O Zj:.l W2j .. 0
0 0 e 0 Wy
Defme@ﬂ/:_l —(Lpmwywhere Lm; is the normalized Laplacian!
—( _\
7o Wi Lrw‘D L Dl[D—V\D.
A wif] - D™'w.
Y, = (I - TUU)_ITULYL = (DU _ WUU)_l Wy Y, (1)
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Interpretation of T = D~ 'W : Random Walk \

» Randomly walk from unlabeled node i to j with probability

Ty= i
L= ST

» Stop if we hit a labeled node

> The label function@ Pr( hit label j| start from i)
— #.\ c

Jabel of noda <. ST

3.

Yang Li  yangli@sz.tsinghua.edu.cn
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Iterative label propagation example

1. )

1 I
nnj 0.8}
0.9} o]
04 04
vz 0.2|

0 o
02| 0z
U4 ~0.4|
0.8} By
o5 25 4%
12 1.

1 I
0] o
U5 0.6f
0.4) 04|
02] 02|

0 o
no| 0.2
0.4) ~0.4|
0.6} 08|
"= 25 s
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Label propagation as an optimization problem

Let random vector y; € R" represent the label for data /
We can solve label propagation by

N .
min3 D Whlly—yl |

ij=1

» Minimize the distance between class membership vectors depending
on weight similarity
> W is very large: need to ensured|y;=y;||* is small
> Wj is very small: ||y = y;||* is not constrained

» Equivalent to iterative solution Y, = (Dy — Wyy) *WyL YL

Yang Li
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Label Propagation

Let L = D — W be the unnormalized graph laplacian of G.

\(:/ﬂ ?ﬁ‘fﬂ&

Lemma 1 @
min, jcu z Z,":]:/IWMF is equivalent to miny, tr(YTLY)

¢
Theorem 1

The optimal solution to miny, icy 3 > 15y Willyi — yjlI? is
Yy = (Du - Woyu) "W Yi

&
W‘-(Vb\fv\érl((ii\/.) !
J = rO-w)Y)
Vr“y = 0 -

Yang Li  yangli@sz.tsinghua.edu.cn
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Inductive semi-supervised learning

» Goal: Learn a better predictor f : X — ) using unlabeled data Xy

> In gr_aph—based learning, a large Wj; implies a preference for
f(x(0) = £(xY)), represented by an energy function :

> Wif(x1?) — F(x7))* (%)

iJ

energy=0

The top-ranked (smoothest) hypothesis is f(x) =1 or f(x) =0

B S

Yang Li  yangli@sz.tsinghua.edu.cn
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Inductive semi-supervised learning

> Goal: Learn a better predictor f : X — ) using unlabeled data Xy
> In graph-based learning, a large Wj; implies a preference for
f(x(0) = f(xU)), represented by an energy function :

m

> W =2 ()

Example: conditioned on labeled data Wy=1 « cennected

energy=2 energy=1

Yang Li

yangli@sz.tsinghua.edu.cn


Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


l IGraph—hased Methodsl I I I L [

Find f that both fits the labeled data well and ranks high (being smooth
on the graph or underlying manifold.
Q4 N
argmln@ZE f(x),y )+)\1Hf||2+)\22 Wy(F(xD) — £(x1)))?

feFr =]

supervised loss regularization of Xy

» L is a convex loss function, e.g. hinge-loss, squared loss
» This problem is convex with efficient solvers

Yang Li
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Find f that both fits the labeled data well and ranks high (being smooth
on the graph or underlying manifold.

argmlanE (FOD), y D) + AlIFIP + X2 D Wy(F(xD) — £(xW)))?

feFr ij=1

supervised loss regularization of Xy

» L is a convex loss function, e.g. hinge-loss, squared loss
» This problem is convex with efficient solvers

By Lemma 1, it can be written as

argmlanE YD)+ M| + Aatr(FTLF)
feF M/hfvu resm/ﬁ/izd‘?am

Algorithm variations: graph min-cut, manifold regularization, etc

Yang Li
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Summary

When to use SSL ( &r&fh\b ared)

» SSL only works wel
data

when the underlying assumptions hold on the

» Learning a good graph is important

Yang Li  yangli@sz.tsinghua.edu.cn
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Summary

When to use SSL

» SSL only works well when the underlying assumptions hold on the
data

» Learning a good graph is important
Other approaches

» Generative model

» Semi-supervised SVM

» Multi-view models

Yang Li  yangli@sz.tsinghua.edu.cn
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Using unlabeled data in generative models

Example: guassian discriminant model

-4 -3 -2 -1 0 1 2 3 4 5

without unlabeled data

Yang Li

yangli@sz.tsinghua.edu.cn
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Using unlabeled data in generative models

Example: guassian discriminant model

5 5
4 4
3 3
2 2

-2 -2

-3 -3

-4 -4

’?5 -4 -3 2 -1 6 1 2 3 ; 5 '§5 _4 _3 -2 -1 6 1 2 3 4 5
without unlabeled data with unlabeled data

Notice the difference in the decision boundaries

Yang Li  yangli@sz.tsinghua.edu.cn
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Supervised Generative Models

Given random variables x € X', y € ), assume that

» class prior distribution p(y; 9)
e.g. y ~ Multinomial(¢)

)

» data generating distribution p(x
e.g. x|y ~ N(u, X)
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Supervised Generative Models

Given random variables x € X', y € ), assume that

» class prior distribution p(y; 6)
e.g. y ~ Multinomial(¢)

» data generating distribution p(x|y; 6)
eg xly ~ N(u,X)

A generative model computes the joint probability as

p(x,y;0) = p(x|y; 0)p(y: o)
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Supervised Generative Models

Given random variables x € X', y € ), assume that

» class prior distribution p(y; 6)
e.g. y ~ Multinomial(¢)

» data generating distribution p(x|y; 6)
eg xly ~ N(u,X)
A generative model computes the joint probability as
p(x,y:0) = p(xly; 0)p(y: 0)

Classifier using Baye's rule:

p(y|x;0) = p(><|y:(9)p(y:9)

P x; 0)
p(x :9{13(,&9)

~ X, p(xly’ 0)p(y’; 0)
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Training Generative Models

Given data (x(), yM) . (x(m y(m) @ can be estimated using
maximum likelihood:

m
argmax lo x(i), .9
gn ggp( ¥ 0)
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Training Generative Models

Given data (x(), yM) . (x(m y(m) @ can be estimated using
maximum likelihood:

m
argmax lo, x(i), .9
gn ggp( ¥ 0)

Alternative ways to learn 0:
» MAP estimator

> Bayesian estimator
~—

Yang Li

yangli@sz.tsinghua.edu.cn


Mobile User

Mobile User

Mobile User


I [ I [Generative modelsl I I [

Semi-supervised Generative Model

Given labeled data (x™),yM) ... (x(, y(") and unlabeled data

xUHD) o xU+o)

Maximimum likelihood estimation of 6: ozl -
/ A4u
argmax log H p(x(’),x(’); 0) +A |c_>g EH p(x(’); 0)
0 i=1 i=1+1
labeled data unlabeled data

Yang Li  yangli@sz.tsinghua.edu.cn
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Semi-supervised Generative Model

Given labeled data (x™),yM) ... (x(, y(") and unlabeled data
xUHD) o xU+o)

Maximimum likelihood estimation of 6:

/ I+u
argmax log H p(x®, y; 0) +Xlog H p(x); 0)
9 i=1 i=l+1
labeled data unlabeled data
where
I+u ) I+u ) I+u ]
log J] p(x:0) = " logp(x1);0) = >~ log Y p(x", y;0)
i=I+1 i=I+1 =41 yey

is typically non-concave. We can only find local optimal solutions.
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Training semi-supervised generative model

Treat unknown labels y(), ..., yU+4) as hidden variables.

An EM algorithm
- Initialize 6 randomly M for
- Repeat until convergence{ ‘ . some o0 GV
E-step » Compute Q;(y)) = p(y|x(); 6) for all ﬁ
i=1+1,....,1+u
M-step > Update ¢ using full data (X}, X,,)
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Application: Document classification

20 Newsgroup Dataset Generative model
» X;: 10000 unlabeled documents » Naive bayes model
» Xy: 20-5000 labeled documents » MAP estimator
> y e ’17..,20 topics

100% T — T T — T T —
10000 unlabeled documents ——
90% | No unlabeled documents -+---

80% N
70%
60%

50%

; Accuracy

40% | A p

e
-

T
e
20% | - 7“0 W\\M

10% b

30%

0% L L L
010 20 50 100 200 500 1000 2000 5000
Number of Labeled Documents _—
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Generative model assumptions

Generative model works well when the model choice is correct.
e.g. for a mixture model,

» Cluster assumption: data in the same class lie in a cluster, which is
separated from other clusters

> The # of clusters = number of classes
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Generative model assumptions

Generative model works well when the model choice is correct.
e.g. for a mixture model,

» Cluster assumption: data in the same class lie in a cluster, which is
separated from other clusters

> The # of clusters = number of classes
6

4

\S]

Example of incorrect assumption
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|[Semi-Supervised SVM|
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Semi-Supervised SVM

» Unlabeled data from different classes are separated by large margin
» Idea: The decision boundary shouldnt lie in the regions of high
density p(x)

o |
! | €]
o L
o |
i €]
without unlabeled data with unlabeled data
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Review: Soft-Margin SVM

Given training data (x(), y(1) ... (x(m) y(m)

Train a soft-margin SVM classifier:

1 m
min f||w||2—|—C &
wht 2 ; slack |

st yO(wTx0) 4 by >1—¢
f,'ZO,I':].,...,m

Can be solved using quadratic

programming.
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Semi-Supervised SVM

Optimization variables:
» Estimated label for unlabeled data: {y/*1,..., y/*¥}
» Margin of labeled data: {&1,...,&}
» Margin of unlabeled data: {?iil’ . ,£,+u}

I+u
+C) &G+C ) ¢
w,b,{e}{e,}{yjﬂ” iz Z Zi
j=l+1
t (w’ )()>1—g,- Vi=1,...,1
(w x0)+b@-’ >1—@ Vi=I1+1,...,/4+u

gul e =11} Vi=I+1,..../+u
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Semi-Supervised SVM Discussion

Numerical optimization
» Semi-supervised SVM is an integer programming problem: NP-hard

» Approximated solutions are used in practice

Low-Density Assumption
» Decision boundary should lie in a low density region

» Equivalent to the cluster assumption

Yang Li  yangli@sz.tsinghua.edu.cn
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[Multiview Learning]
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Example: Web page classification

Multiview learning assumptions:
» Multiple learners are trained on the same labeled data
> Learners agree on the unlabeled data

e.g. A web page has multiple subsets of features, or views

X = <X1,X2,X3>

web page (x) topic (y)

—Il / sports

X3 links

food

f —
X1 text .
— politics
X | images > f,
travel
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Multiview semi-supervised learning

Let f1,..., fx be the hypothesis function on k views.
The disagreement of hypothesis tuple (fi, ..., fy) on the unlabeled data

can be defined as
I+u
% L(f, ( )))

= I+1 u,v

\oﬁﬁi ( Liew w, view v)
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Multiview semi-supervised learning

Let f1,..., fx be the hypothesis function on k views.
The disagreement of hypothesis tuple (fi, ..., fx) on the unlabeled data

can be defined as
I+u k

Yo D LD A (x)

i=/+1 u,v
Common loss function £

> 0-1 loss (discrete y)

1 if £(x) = £,(x)
0 otherwise

£(A(),£,(x)) = {

» Squared error (continuous y)

L (D), £,(D)) = [1f.(D) = £, (D)2
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Multiview semi-supervised learning

k
L(fr, . f) =) Z[df(x )+ AQu(f)
u=1
nth \/\Z’\W regularized empirical risk on labeled data
I+u
+ > ZE f,(x1))
i=I+1 u,v

disagreement on unlabeled data

where L, is the loss of view u.
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Multiview semi-supervised learning

L(f,... f)=)_ (i > LulfuxD), <">)+mu(fu)>

u=1

regularized empirical risk on labeled data

I+u

-3 S, £l

i=I+1 u,v

disagreement on unlabeled data
where L, is the loss of view u.

To find the optimal hypothesis:

argmin L(f, ..., )
)

When L,,Q, and £ and are all convex, numerical solution can easily be

obtained. — -
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Multiview learning discussion

Independent view assumption: there exists subsets of features (views),
each of which

» is independent of other views given the class
» is sufficient for classification 7L
¢

e e =

/| . o °
view 2 . .
L] h ..O
) . .o ° 7[|A
y view 1 . —
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|[Deep Semi-Supervised Learning|
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Deep Semi-Supervised Learning

;e(}~1f0\‘"7"<‘] .

Main categories of recent deep semi-supervised methods:

to produce additional training examples by labeling unlabeled

< » Proxy-label method: leverage a trained model on the labeled data
samples based on some heuristics. e.g. self-training, pseudo-labeling
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Deep Semi-Supervised Learning

Main categories of recent deep semi-supervised methods:

» Proxy-label method: leverage a trained model on the labeled data
to produce additional training examples by labeling unlabeled
samples based on some heuristics. e.g. self-training, pseudo-labeling

» Consistency regularity: assumes that when a perturbation was )<
applied to the unlabeled data points, the prediction should not —
change significantly e.g. M-Model, Mixup
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Deep Semi-Supervised Learning

Main categories of recent deep semi-supervised methods:

» Proxy-label method: leverage a trained model on the labeled data
to produce additional training examples by labeling unlabeled
samples based on some heuristics. e.g. self-training, pseudo-labeling

» Consistency regularity: assumes that when a perturbation was
applied to the unlabeled data points, the prediction should not
change significantly e.g. M-Model, Mixup

» Graph-based approaches: use label propagation on unlabeled
data with supervised deep feature embedding

Yang Li  yangli@sz.tsinghua.edu.cn
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Deep Semi-Supervised Learning

Main categories of recent deep semi-supervised methods:

» Proxy-label method: leverage a trained model on the labeled data

to produce additional training examples by labeling unlabeled

samples based on some heuristics. e.g. self-training, pseudo-labeling
Consistency regularity: assumes that when a perturbation was
applied to the unlabeled data points, the prediction should not
change significantly e.g. M-Model, Mixup

Graph-based approaches: use label propagation on unlabeled

data with supervised deep feature embedding

Generative models: estimate the input distribution p(x) from
unlabeled data in addition to classification (VAE or GAN based
methods) \mnaﬁbna\/ anto-encedar
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Deep Semi-Supervised Learning

Main categories of recent deep semi-supervised methods:

5 » Proxy-label method: leverage a trained model on the labeled data
to produce additional training examples by labeling unlabeled
samples based on some heuristics. e.g. self-training, pseudo-labeling

» Consistency regularity: assumes that when a perturbation was
applied to the unlabeled data points, the prediction should not
change significantly e.g. M-Model, Mixup

» Graph-based approaches: use label propagation on unlabeled
data with supervised deep feature embedding

» Generative models: estimate the input distribution p(x) from
unlabeled data in addition to classification (VAE or GAN based

methods)
> Holistic approaches: combining multiple techniques e.g.
MixMatch
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Proxy-Label Methods = esd 2
Pseudo-labeling 7L6LOO - class 2
o

4

> Use labeled data@f {Xi, Y1} to train a prediction function fp

> Assign pseudo—labels[y} argmax fy(x) to each unlabeled sample
x € Xy. fy(x,) is a probability distribution over classes )

> add (x ¥) to Dy if maxfy(x) > 7 for some threshold 7 > 0 o

R N O

TAURnS " train 000
e ileel ¥ YORR , X
el . 000 *
50? 0.0 'Y X )

yofd T :
\aj Bt® \7‘;} T Iretrain pseudo-label

X
FAI*(A At

.................................

mow ewt )
uj‘ classsize =C
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Consistency regularization

» Favoring functions fy that give consistent predictions for similar
data points. < clustering assumption

> Given unlabeled sample x € X,, and its perturbed version X
> Minimize the distance between the two outputs d(fy(x), (X))
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Consistency regularization

v

Favoring functions fy that give consistent predictions for similar
data points. < clustering assumption

v

Given unlabeled sample x € X, and its perturbed version X

Minimize the distance between the two outputs d(fy(x), (X))
Common distance functions:

v

v

c
dus (1), (%) = & D (B0 — o))

= —
C .
(), (3)) = & D o)l 1
— =1 j
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Consistency Regularization Example: [1-Model

Laine, Samuli, and Timo Aila. "Temporal ensembling for semi-supervised
learning." arXiv preprint arXiv:1610.02242 (2016).

y VA

X (9)

- 1 Network fg
Augmentations -
X Cl € with dropout \

"

X2

> Perturb each input x by random augmentations (e.g. image translation,
flipping, rotations etc) and random dropout to obtain distinct predictions

V1,52
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Consistency Regularization Example: [1-Model

Laine, Samuli, and Timo Aila. "Temporal ensembling for semi-supervised
learning." arXiv preprint arXiv:1610.02242 (2016).

Y -
— U
- T Network fg
Augmentations
X Cl € with dropout \
—_— Y2

> Perturb each input x by random augmentations (e.g. image translation,
flipping, rotations etc) and random dropout to obtain distinct predictions
.92

» Enforce a consistency over two perturbed versions of x by
L, = duse(y1 — 72)
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Consistency Regularization Example: [1-Model

Laine, Samuli, and Timo Aila. "Temporal ensembling for semi-supervised
learning." arXiv preprint arXiv:1610.02242 (2016).

Y
T
X Augmentations Networ@
with dropout
N ———————

> Perturb each input x by random augmentations (e.g. image translation,
flipping, rotations etc) and random dropout to obtain distinct predictions
1,92

» Enforce a consistency over two perturbed versions of x by
L, = duse(y1 — 72)

> If x € X;, minimize the cross-entropy loss £;(y, f(x))

1 " . 1
L=w——> duse(§1,52) + 1= > Lily,f(x))
|Du|x D, |Dl‘xyeD
3 !
censiseehey ;’———’m’m_
w is set to zero for the first 20% training time
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Semi-supervised learning summary

Approach

Assumptions

Type

Graph-based

manifold assumption

transductive , in-
ductive

Generative cluster assumption inductive

model

SVM low density separation/cluster as- | inductive
sumption

Multi-view independent view assumption inductive

learning T

Proxy-label manifold assumption inductive

Consistency reg- | cluster assumption inductive

ularization
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