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3.1.

3.2.

3.3.

(4 points) Important inequalities in Learning Theory.

(a) (2 points) (Markov’s Inequality) Let X be a non-negative random variable, then
for every positive constant a, please show that
E(X
P(X >a) < M
a

(b) (2 points) (Chebyshev’s inequality)For random variable X, if its expected value
E(X) and variance Var(X) are both finite, for every positive constant a, please
show that

Var(X
PX ~E(X)| > o) < LX)
a
(4 points) (Regularization) This problem explores a statistical motivation to /;-norm
regularized linear regression, a.k.a LASSO.
Given m samples (™, y™M), ... (2™, y™) 20 c R",y € R,i =1, --- ,m, we need
to determine the parameters 8 € R” for the linear model:
y D =0Tz® 4 0

where € ~ N(0,0?) are i.i.d. Gaussian random variables. Unlike Maximum Likeli-

hood Estimation, we treat @ = [6;,...,0,]T as a random variable with prior laplace
distribution:
1
P(0;) = 3 exp(—|0i]),i=1,...,n.

The Maximum A Posteriori (MAP) estimation of parameter 6 is defined as
follows:

0 2 argmax | [ P(y@|=@,0) - 1| P(9,).
MAP ge g ("] ) H (05)

j=1
Please show that LASSO is equivalent to the MAP estimation of this model.

(4+4 points) (Back Propagation) Consider the back propagation on the hidden-
layer in a neural network. Given a batch of input feature X = [z, 2@ ... OD]T
(Shape: M x Dy), a set of weight {W € RPo*P1 p € RP1X1} " and element-wise
Sigmoid activation function o(-). The forward propagation on this hidden-layer is
given by:

Fy=XW+1yb", F=o0(F)

where 1, is a vector composed of 1 in length M. o(-) is element-wise Sigmoid

function: )

B 1+ eXp(—XZ'j)
Then in the back propagation stage, suppose we already know the gradients for some
scalar loss function [ with respect to Fy as Vp,l.
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(a) (4 points) Proceed the back propagation and show that Vgl = (Vi) © F, ®
(1 — F3). where (A® B);; = A;;B;; is element-wise production.

(b) (4 points) (Bonus) Prove that
VXZ - (VFQZ) @ FQ @ (1 - FQ) . WT,
Vil =X"- (Ve 0 Ko (1 - F),
Vil = (V) 0 B o (1-F))' -1y



