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1 Abstract

Career analysis via social connection in both spatial domain (among different people
in the same period of time) and temporal domain (among different period of time
with regards to the same person) is an interesting and important research area.
In this project, we collected government officer resume data, construct a spatial-
temporal network representation and analysis the career trajectory based on it. As
a result, we make good prediction of institution categories for individuals based on
the embedding learned from the structure of spatial-temporal graph.

2 Introduction

Companies such as Liepin, Linkelin and Pinterest have achieve great success nowa-
days. These companies do help a large group of people to find their suitable jobs.
Therefore, improving the methodology behind them becomes researchers’ interest.

The conventional methodology utilizes user’s resume to extract the characteristics of
the career trajectory, such as company, position, education, time, position accumula-
tion and other characteristics of position change, and analyze the influencing factors
of position change through historical trajectory data. The data also can be used to
train to predict the next position which user would undertake in future.Although
it does help connecting people and find jobs with great satisfaction, this is still not
the best methodology. It neglects other relationships of the users such as mentors,
schoolmates, colleagues and so on.

In this piece of work, we combine the users’ career trajectory and their characteristics
of their neighbors in social networks to conduct data mining in order to study the
possible impact of social relations on the users’ career change. More importantly,
the application provides users a long term career plan instead of a short period of
time.

Recent graph based researches includes generalizing the definition of convolution to
non-Euclidean space to directly achieve graph convolution network, learning a good
embedding that representing network nodes as low dimensional vectors[1]. It also
becomes a very important area of research that how to apply computational analysis
of dynamic social networks. Among them, STWalk is a brand new method[2] which
can better exploits the spatial and temporal structures to better understand the
whole spatial-temporal network.

We believe that the methodology in this research would boost the accuracy of career’s
trajectory prediction.



3 Data Crawling and Parsing

3.1 Data Crwaling

The data is crawled from the public government websites. For example, in the
website http://www.sz.gov.cn/cn/ [3], it contains all of resumes of Shenzhen gov-
ernment staff. With reference to Figure 1, the resume contains the information of
Rugui, Chen. It has clearly demonstrated that job transitions of Rugui,Chen from
the September of 1979 to now. The locations and institutions of each occupation
through these years are also listed.
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Figure 1: resume of Rugui, Chen

3.2 Data Parsing

In order to conduct data mining for analysing the user’s career trajectory as men-
tioned in the motivation part, temporal graph are going to be used later. This will
elaborate in detail in next section. Before building temporal network, we need to



extract the key information from the resumes. With reference to Figure 1, the infor-
mation in the resume is formulated in pattern. It has four main features, which are
time duration, occupation location, occupation institution and occupation position.
In order to extract these main features in each resume, natural language processing
has been used. Natural language processing is a mechanism that helps computer to
understand or analysis human language [4]. It has been used in domains such as
grammar induction, sentence breaking and parsing [5]. A Github repository contains
code for parsing the information. However, some resumes lack of information. After
parsing by the using [6], manual adjustment is applied to all the data.

After adjustment, an example of output is in Figure 2. The data has been fully
parsed into four parts.
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Figure 2: Final Data

4 Spatial-Temporal Graph Construction

To build temporal Graph from collected data, we detect those anomaly collected by
mistakes and abandon them to have a clean dataset.



4.1 Connection Construction

Initially, we want to define two person is 'connected’ if they work for the same
institution in the same period of time considered. However, by looking at the data,
we found that of all 720 institutions there are on 108 exact institutions appears more
than once, with the most frequently appearing counts 13, including the times that
appears in a person’s career more repeatedly. Therefore, the connection will be too
sparse if we insists on this criteria, resulting in undiscovered relationships.

To address this problem, we turns to measure the ’distance of institution’ instead.
We first observe that although there are diverse institutions, their name is relatively
similar by consisting similar words like 'transportation’, ’construction’, 'environ-
ment’ etc. This can be shown clearly by the word cloud below:

Figure 3: the words frequently appears in institution name

Therefore we simply measure the distance by Fuzzy comparing the name of pairwise
institutions, and take the matching score as the distance metric. The Fuzzy matching
we use here is based on Levenshtein Diance, which basically measures the minimum
number of singe-character edited to equalize two strings[7]. Since here we directly
use distance, the maximum matching score 100 is mapped to distance 0, while the
minimum 0 is mapped to 100 by dis = 100 — score. With the measured ’distance’,
we build the graph using € —neighborhood by setting a threshold and only accepting
the connection whose distance is below the threshold. To test the effect of different
connectivity, we build the graph under threshold 20,50,80 separately. Note that we
didn’t use KNN to build the graph here because inherently, different person tends
to have different 'range of social network’. Therefore, it’s unreasonable to suppose
a fixed 'range’ for them.

For each time-step, the constructed graph is a weighted un-directed graph with nodes
representing a person with a feature of all his/her job situation, namely institution,



position pairs, and edges representing the minimum institution distance mentioned
above. We use minimum by consider that even one may have different job situations
at the same time, the connection is established between individuals once they serve
the ’similar’ institutions. Which means their overall job situations need not to be
all similar ( measured by 'mean’ distance).

4.2 Time-step Selection

The observation of the job starting time distribution is not uniform, which emphasis
on recent years approximately from 2012-2019 instead, is because the crawled data
from current government official websites usually have more recent resume than
far before. Base on this investigation, we choose to use a smaller time interval to
investigate the evolution more clearly. Another interesting investigation of dataset
is that the birthday of the collected people are around 1960s - 1970s which indicates
that they are concentrated on about 50-60 years old now. Indicating that our data
is in representative of senior government officers.
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Figure 4: the frequency of Birthday and job starting time

4.3 Labeling

As mentioned above, the diversity of institution makes it hard to make a trajectory
prediction for certain person. Inspired by the fact that the constitutional words in
institution name is similar, we compromise the prediction task by predicting the
‘class’ of institutions instead of specific institutions. To create a taxonomy of in-
stitutions, we take reference of the Chinese ministerial level department’s name,
especially those under state council, and categorize all the institutions into these
areas.Referencing [8], the complete list of categories are listed in tablel, including
54 state council governed departments and three other departments including army;,



higher educational institutions and communism party. Note that we separate "hu-
man resource and social welfare’ department into two categories because they have
distinct range of responsibility.

To efficiently categorize all the institutions into these categories by keyword match-
ing. By looking into the frequently mentioned words in the institution stem, we
manually select those words that both appear frequently in the institution names
and within the range of responsibility of the corresponding categories department.
These words are selected to be exclusive. Then by searching these words in the in-
stitutions we are able to categorize them into corresponding class. By doing this we
managed to categorized 720 distinct institutions into 58 classes, leaving 100 "hard’
institutions like 'commend center’ un-categorized.

5 Spatial-Temporal Graph visualization

To have a better understanding of the constructed temporal graph, we provide some
visual analysis for both spatial and temporal domain:

5.1 Spatial Domain Visualization

In the sense of data structure, we construct an individual graph for each time-step,
representing the people’s relationship within this particular period of time. We show
the graph constructed by different distance threshold here, where the distance metric
is mentioned in section 4.1. We can observe that the density of connection is closely
related to the choice of this threshold.
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Figure 5: Graph visualization in spatial domain of time-step 1990-1992, with differ-
ent threshold of 20 and 50

The advantage of having large threshold is clearly that we can exploit more potential
relations among nodes. However, since the distance metric is noisy, we can’t really
rely on this dense connections. Also, by exploring the time domain relations, the
drawbacks of sparse connection in threshold 20 is compromised, and its benefit of
reliability distinguishs itself. Therefore, we choose threshold 20 as our baseline.

5.2 Temporal Domain Visualization

In temporal domain, we are not actually considering a single graph, instead, we are
considering a stack of images. The connection is established by the same person share
by different graphs. The temporal domain visualization can show the evolution of
a graph. As can be shown below, the connection is evolving if we consider a single
node. This allow us to discover the connection ’spatially’ but also 'temporally’,
which serves as a brand new dimension to be analyzed.
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Figure 6: Graph visualization in temporal domain across 1988-1996, by the node
'Xiaoxia Zheng’

6 Data Analysis

6.1 STWalk

In a specified time window, STWalk algorithm can learn a representing vector for
each nodes using the structure of the temporal graph. The spatial and the temporal
features will be embedded into the vectors in an unsupervised way. The algorithm
contains two main parts. One is a random walk on the temporal network, in which
way to obtain the spatial and temporal structure. Then the paths generated by the
walk procedure will be regarded as sentences where nodes of graphs are regarded
as words. We apply SkipGram network to learn the representation of the “words”,
namely nodes. The SkipGram algorithm can find the best representation for a word
to maximize the probability of co-occurrence of two words [9].

To take both spatial and temporal features into consideration, STWalk first con-
struct a Space-Time Graph. The space-time graph is a composed graph for each
nodes. To construct such a graph for a node, we need to link the node with itself in
the previous graphs to be a series in a fixed time window. Only the first order and
the second order neighbors of the node in the previous graphs will be included. In
other words, we construct the space-time graph for a node using such ingredients:
the current graph and a set of previous subgraphs in the time window. The sub-
graphs contains the node and its first and second order neighbors. Forexample, if the
time window is five, then we will have a current graph and four previous subgraphs.
Then we need to link the node in current graph and in previous subgraphs according
to the time order into a string. Once the space-time graph is constructed, we can



learn the representation for the node in a new graph, viz. the space-time graph.
Thus, the embedding representation for the node will be influenced by both spatial
and temporal structures. An example of such graph with window size 4 is shown in
Figure 6.

Then we apply a random walk process starting from the given node on the space-time
graph to get a sentence-like sequence formed by the visited nodes. When applying
the random walk process, the weights of edges will be taken into consideration to
make the random walk a weighted random process. In such process, if two nodes
share many neighbors or edges, they will be more likely to occur in a sequence
together, meaning they should be close to each other in the embedding space. The
sequence will be treated as a natural sentence. It is a classical Natural Language
Processing problem to embed words from a large number of sentences. After we
apply the random walk process, we can obtain a set of node sequence data. So we
can apply SkipGram algorithm to learn node embedding representations.

6.2 Classification

Each node represents a real person. The person’s class is labeled before. Every node
has one or several labels. So it is a typical mutilabel classification problem. First,
we need to use one-hot encoding to encode labels into vectors. That means for every
kind of label, there exists a dimension. If the node is belong to the class, the value
of this dimension will be one. Otherwise, the value will be zero. So the number of
dimensions of the vector is exactly same as the number of the label kinds. Thus,
each node is corresponding to a vector representing which class or classes the person
belongs to.

Then the One-Vs-The-Rest policy is performed. For each label, we construct a
classification discriminant to decide whether the node belongs to this label. Thus,
the number of classification discriminators will be exactly same as the number of
label vector dimensions. For each label, the task turn out to be a binary classification
problem.

In particular, we use the STWalk embedding vector for each node as the input data.
By the means of leaner Support Vector Machine, we put forward a classification
method. The STWalk will embed several ten-year graphs to get an embedded vector
for each node as the input data. We extract the label of each node every ten years
as the label for the input data. Then seventy percent of the data is used to train
the One-Vs-The-Rest leaner Support Vector Machine. The rest of the data is used
to test the performance.
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7 Result

For the STWalk part, we obtain a set of embedded vector for each node every ten
years. In total, we have raw data in forty years. Thus, after the STWalk procedure,
we have four datasets. In the data, every node has a corresponding representing
vector with sixty-four dimensions. For the label data, after the one-hot encoding
procedure, each node has a corresponding thirty dimensions vector. Although there
are fifty-four labels in total. The reason is that we only encode the label of the last
year of a time window. That means we only gather the labels of nodes every every
ten years as the true labels of the nodes. Thus some labels do not appear in this
procedure.

The result shows in average, the accuracy of classification is 91.43%. For each label,
the accuracy is shown in Figure 7.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
label

Figure 7: Accuracy of each label

We can see that the accuracy of most labels is high, only the first label’s accuracy
is lower than seventy percent. This result show our method for classify the node is
efficient and accurate in most cases.

We also compute the accuracy of correctly predict at least one label for a node.
That is a really difficult task for that how many labels a node has is not definite.
The result shows that the accuracy is 52.33%. This result proves that our method
has a great ability to classify the nodes using their embedded representation.
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8 Conclusion

In this project, we collect a dataset of government officers resumes, construct a
spatial-temporal network based on their latent connections, and analysis their ca-
reer trajectory based on the network. The dataset is crawled form public government
website, including the starting and ending time of officers working period, their serv-
ing institutions, locations and positions. To construct the spatial-temporal network,
we measure the distance between institutions and define the distance between nodes
as the minimum institution distance, label the institutions based on the taxonomy
of Chinese government institutions and aggregate the collected data by certain time
period. We perform an embedding of this spatial-temporal network by constituting
a random sentence through random walk in the spatial-temporal network and uti-
lize Word2Vec embedding, which embeds the inner connection in both spatial and
temporal domain. Finally, we exam the validation of this embedding by performing
a multi-label predicting task, the results shows an average 91% class accuracy and
52% mnode accuracy.

9 Future Scope

This research only conduct data mining by using resume of Shenzhen senior gov-
ernment staff. Which can be extended to over the country and have more diversity
in age. Also, there’s another interesting task of promotion prediction, by analyzing
the collected information position of their trajectory. This however requires a clear
labeling of mapping the institution, position pair to the 27-level civil servant rank.
It’s beneficial to analyze the speed of promotion with regards to the institution cat-
egories and person’s social connection. Moreover, although the learning method in
this research is a brand new embedding algorithm, it does not take account of any
features of the node. In future work, STWALK can be improved in the aspect of
exploiting the characteristics of nodes and edges.
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A Appendix

A.1 institution Class
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Table 1: Chinese minjsfry level departments
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